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In some electroceramic materials, their unique electrical properties are due to potential
barriers, i.e., double Schottky barriers (DSBs), formed at grain boundaries. So far, some
researchers have revealed that the electrical properties of DSB are closely related to grain
boundary characters, especially grain boundary coherency. For example, highly coherent
boundary does not give PTCR or varistic property, while random types exhibit clear
resistivity jump or abrupt current increment. Therefore, a concept of grain boundary design
will be required for future device manufacturing, even in bulk materials. But it has not been
clarified yet why the electron transport behaviors depend on them. In order to address this

question, it is necessary to carry out a systematic experiment focusing on single grain

boundaries using well-defined bicrystals.

In the present study, we have summarized our studies with a special interest in electron
transport behavior across single grain boundaries for n-type BaTiO3, SrTiO3 and ZnO.
© 2005 Springer Science + Business Media, Inc.

1. Introduction
Some electroceramic materials such as PTCR-
thermistors, varistors, and so on often use unique
electrical properties of potential barriers, i.e., double
Schottky barriers (DSBs) formed at grain boundaries
[1-3]. For example, PTCR (positive temperature co-
efficient of resistivity) effect observed in donor-doped
BaTiO3 polycrystals results from the temperature de-
pendence of DSB, which is due to a change in dielec-
tric constant in BaTiO3 [4]. The dielectric constant
shows a sharp peak at the ferro-para electric transi-
tion associated with a cubic-to-tetragonal phase transi-
tion at about 130°C. This rapid change gives a rapid
increase of resistivity. On the other hand, varistors,
which are widely used for surge devices, circuit protec-
tors and so on, use the collapse of DSB over a critical
voltage range [5]. The disappearance of DSB reduces
the apparent resistivity. This reduction of resistivity
gives a bypass of overloaded voltage to protect electric
circuits.

These phenomena themselves are widely known
in the field of electroceramic materials, however, the
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precise mechanism of electron transport behavior
across DSB has not been clarified yet. This may be
due to the fact that most studies performed in this field
have been carried out using polycrystalline materials.
From the viewpoint of grain boundary phenomena,
we must give attention to the phenomena at single
grain boundaries. So far, direct measurements of
electrical properties across single grain boundaries
have been performed by some researchers [6—10].
They have revealed that the electrical properties vary
at each grain boundary, which means that DSBs are
closely related to the grain boundary characters. In
general, n-type DSBs are generated when electrons
are trapped at interface states formed at grain bound-
aries. Therefore, it must be necessary to discuss the
relationship between grain boundary characters and
the electrical properties of interface states, in order
to reveal the grain boundary character dependency of
DSBs.

In this report, we summarize our studies focusing on
the electrical properties across single grain boundaries
in n-type BaTiOs3, SrTiO3 and ZnO.
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Figure 1 An optical micrograph in coarse-grained BaTiOj3 sinter. (Note
that the grain size is about 1 mm.)

2. Grain orientation dependence of PTCR
effect in Nb-doped BaTiO;

In order to carry out direct measurements at single
grain boundaries, it is suitable to use bicrystals with
ideal grain boundaries, which are prepared by joining
two specially oriented single crystals. For this purpose,
it is technically important to prepare single crystals
with a moderate size. But, in the case of BaTiOs, it
is not so easy to prepare single crystals suitable for
bicrystal fabrication [11, 12] because BaTiOs has a
hexagonal-cubic transformation at about 1430°C [13].
So, firstly, we prepared coarse-grained sinters large
enough to apply micro electrodes on grain interiors
as shown in Fig. 1. Using the sinters, systematic
investigation across single grain boundaries will be
possible without bicrystals [14]. It is noted that the
grain size reaches about 1 mm in spite of the ordinary
sintering condition. Such unique structures can be
easily obtained by carefully choosing the type and
amount of dopants. In order to grow grains as large as
possible, it is necessary to keep the A/B ratio constant

to be 0.9995 by doping, where the A/B ratio means a
cation ratio in a perovskite structure of ABOs [14, 15].

Fig. 2a shows the temperature dependence of the re-
sistance obtained from various types of single grain
boundaries. The curves vary at each grain boundary.
But the behavior can be roughly classified into two
groups from the viewpoint of a magnitude of resis-
tance jump, i.e., the boundaries exhibiting clear jump
and no or small jump. These features are depending on
the coherency of grain boundaries. The coherency of
the grain boundary is often discussed in terms of coin-
cidence site lattice (CSL) theory, which describes the
degree of lattice site matching between two adjacent
grains. According to CSL theory [16], the boundaries
are roughly classified into coherent boundaries called
as X boundaries, and into random type boundaries. As
shown in Fig. 2a, the high coherent boundaries such
as low angle, £3 and X9 boundaries show no resis-
tance jump, while the other random boundaries exhibit
clear resistance jump. The relation between PTCR ef-
fect and boundary coherency can be also confirmed
by misfit dependency of a magnitude of the resistance
jump. Fig. 2b shows the resistance curves taken from
¥.3 boundaries without and with some misfit angles.
As shown in Fig. 2b, the magnitude of resistance jump
increases with a misfit angle from an exact 3 relation.
The boundary having a misfit angle of ~9° exhibits a
clear resistance jump as in the curve 6.

When a boundary has a misfit angle from a perfect
% relation, DSC (displacement shift compete) disloca-
tions are introduced into the boundary to accommodate
the misfit angle. Considering the overlap of DSC dislo-
cation cores, the allowance of the angle can be written
as follows,

15
0<Ab <—
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where A6 is an allowing misfit angle. In the case of
%3 boundary, a limit of A6 is estimated to be 8.7°.
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Figure 2 (a) Resistance-temperature characteristics taken from various types of single grain boundaries in n-type BaTiOs3 sinters as shown in Fig. 1,
alow angle boundary in the curve 1, X3 in the curve 2, ¥9 in the curve 3 and random type in the curve 4. (b) Misfit angle dependence of X3 boundary
without misfit in the curve 2, with a misfit angle of 4° in the curve 5 and of 9° in the curve 6.
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Figure 3 A plot of a magnitude of PTCR effect as a function of over-
lapped volume of V.

As shown in the curve 6, the boundary having a misfit
angle of ~9° exhibits a clear jump even though PTCR
effect does not appear in the boundary having the lower
misfit angles as in the curves 2 and 5.

On the other hand, PTCR effect also varies even in a
group of random type boundaries as in the Fig. 2a. In
general, CSL theory cannot distinguish between differ-
ent degrees of randomness at random type boundaries.
For that case, there is a convenient method proposed
by Ikuhara and Pirouz, which is called CRLP (coin-
cidence of reciprocal lattice points) method [17]. This
concept was originally used to find an energetically-
favorable orientation relationship at interphase bound-
aries, and can be applied to evaluate the coherency of
grain boundaries having a various type of boundaries
[18]. In this concept, coherency is determined using
an overlap volume Vg of reciprocal lattice points ob-
tained from respective lattices of two adjacent grains
when some volume is given to each reciprocal point.
For instance, Vg is unity for an exact X1 boundary
and takes a high value for £3 or £9 boundary while
random boundaries are characterized by lower values
of V. Fig. 3 is a plot of the magnitude of PTCR ef-

fect against the overlapped volume of V,g [19]. The
magnitude is a ratio of the maximum to minimum re-
sistance for each boundary in a temperature range of 50
to 300°C. The PTCR effect can be described as a func-
tion of overlapped volume. This result indicates that the
magnitude of PTCR effect can be controlled if one can
control the coherency of a single grain boundary.

As mentioned above, the electrical properties across
grain boundaries depend on the coherency of the grain
boundaries. But, a question arises, namely, why does
electrical property change with a variation of coherency
of grain boundaries? In order to clarify this point,
we carried out bicrystal experiments using Nb-doped
SrTiO3, which are similar type electroceramic materi-
als to n-type BaTiOs.

3. Effects of point defects on the electron
transport behavior in Nb-doped SrTiO3
bicrystals

DSB in n-type semiconductors is generated by elec-

tronic charges trapped at interface states at grain bound-

aries, and therefore, the electron transport behavior is
closely related to energetic features in the band gap
due to interface states. For example, atomic disorder at
grain boundaries are known to be associated with active
interface states in the case of doped Si [20, 21]. This
is because dangling bonds or rearrangements of atoms
at grain boundaries often form extra electronic states
in the band gap, which behave as acceptor like states.

On the other hand, in the case of electroceramic mate-

rials, point defects that are negatively charged play an

important role to the formation of interface states [22].

Fig. 4a shows a HRTEM image in a low angle bound-
ary of 0.lat%Nb-doped SrTiO; bicrystals joined at
1400°C for 10 h in air [23]. In the figure, the elec-
tron beam direction is nearly parallel to [001] of both
crystals, and the boundary is set at an edge-on con-
dition. The boundary can be confirmed to be joined
at an atomic scale, and the boundary is free from any
secondary phases. The inset figure is a selected area
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Figure 4 (a) HRTEM image taken from a low angle boundary with a rotation angle of 1.7°, (b) current-voltage relations from X1 in the curve 1
and low angle boundaries cooled with a cooling rate of 200°C/h in the curve 2 and 50°C/h in the curve 3. In the figure (a), the arrows indicate grain

boundary dislocations.
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diffraction pattern taken from the both crystals. From
the Kikuchi lines appearing in the pattern, a misfit angle
between the adjacent crystals is estimated to be about
1.7°, including both a tilt and a twist type components.
There can be seen particular contrasts along the bound-
ary as indicated by the arrows. These contrasts are due
to grain boundary dislocations, which are introduced in
order to accommodate the misfit angle between the two
adjacent crystals.

Fig. 4b shows a plot of current-voltage behavior
obtained from low angle boundaries, which were pre-
pared with different cooling rates after joining. In the
figure, the data obtained from X 1 boundary without any
misfits is also shown for comparison. The ¥ 1 boundary
exhibits linear current-voltage relation, i.e., Ohmic
relation, as often observed in single crystals, indicating
no experimental errors such as incorporating some
impurities and so on. On the other hand, both low angle
boundaries exhibit slight non-linearity, which arises
from DSB formed at the grain boundary. However, the
non-linearity changes by a variation of cooling rates
after joining. Reduction of a cooling rate gives larger
non-linearity (Fig. 4b, the curve 3). The important point
to note is that these two boundaries consist of grain
boundary dislocations as seen in Fig. 4a. The number
and the spacing of the grain boundary dislocations in
a low angle boundary depend on the misfit angle, so
that the grain boundary structure cannot be considered
to change unless the misfit angle changes. Namely,
the grain boundary structure is the same between the
two boundaries as in the figure (b) even if the cooling
rates are different. This fact suggests that the change
of electrical properties obtained in the current-voltage
curves is closely related to point defect chemistry, not
directly to the change in atomic structure.

This phenomenon can be explained by considering an
accumulation of cation type vacancies, i.e., negatively
charged point defects.

S1TiO3 lattice structure has Schottky type defects as
follows,

NULL < V§ + V{/' +3V5®

These defects are considered to be generated or anni-
hilated at distorted areas such as dislocations, surfaces,

fast cooling rate

Accumulated areas of excess cation vacancies

grain boundaries and so on, because a reaction of this
type requires the generation or annihilation of excess
vacant sites. During annealing, a flow of point defects
takes place from source area, i.e., grain boundary dis-
locations, to grain interior. At this time, the generation
rate of point defects is governed by a difference in the
formation energy of point defects [24, 25]. In the case
of SrTiOs, the formation energy of cation vacancies
is considered to be lower comparing with that of anion
vacancies. As a result, cation type defects tend to seg-
regate around grain boundary dislocation. This process
is an equilibrium process due to energetic difference
of point defect formation. On the other hand, the effect
of non-equilibrium process becomes significant on
cooling. When samples are cooled with a certain cool-
ing rate, a flow from grain interior to a grain boundary
dislocation takes place to reduce their concentration
at lower temperature. At this time, point defects that
have higher diffusivity tend to recover faster than the
others. In the case of SrTiOs3, the diffusivity of oxygen
ions is considered to be the fastest. As a result, cation
type defects are accumulated around grain boundary
dislocations. When these acceptor type defects such
as negatively-charged V¢, V[” and so on accumu-
late at grain boundaries, a charge imbalance takes
place, and then, potential barriers of DSB are formed
[22, 26, 27].

Fig. 5 shows a schematic of the accumulated area
formed around grain boundary dislocations. The area
spreads to have a certain radius centering at respective
grain boundary dislocations. The radius is depending
on a cooling rate within a certain cooling rate. These
areas trap the electrons that form DSBs.

In random type boundaries, the accumulating effects
become significant because of their low coherency.
Fig. 6a and b show a HRTEM image in the vicinity
of random type boundary, whose tilt angle is 45° as
seen in the inset diffraction pattern, and the current-
voltage behavior obtained from the boundary [28]. No
secondary phase can be observed in the vicinity of the
grain boundary despite a part of the boundaries be-
ing faceted with {210} type planes [29]. The bound-
ary exhibits clear non-linearity as in Fig. 6b, but the
current-voltage relation has a distinct feature. In gen-
eral, simple DSB exhibits three kinds of current-voltage

Grain boundary

Grain boundary dislocation

Figure 5 A schematic showing accumulated areas of cation type point defects formed around grain boundary dislocations.
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Figure 6 (a) HRTEM image in the vicinity of [001] symmetrical tilt boundary with a tilt angle of 45°, (b) current-voltage behavior taken from the

boundary.

dependencies, i.e., Ohmic(e = 1), sub-Ohmic(x < 1)
and exponential regions with an increase in the applied
voltage, where «, a coefficient of non-linearity, is de-
fined as 0 log 7 /d log V [30]. Comparing with the sim-
ple DSB, the current-voltage relation seen in Fig. 6b has
two characteristic features, i.e., absence of sub-Ohmic
dependency and appearance of quadratic dependency
as indicated in the figure. Both features may be consid-
ered to be due to electron transport through a wide in-
sulating intermediate layer [31]. But, it is noted that the
boundary has no secondary phases as seen in HRTEM
image of Fig. 6a. Namely, an insulating layer to give
o =2 relation in current-voltage behavior is due to the
accumulation of acceptor type point defects widely dis-
tributed at grain boundary. Such areas cannot be di-
rectly observed by HRTEM because point defects do
not give a different structure comparing with a SrTiO3
structure.

So far, several examinations at single grain bound-
aries have been carried out, and it was confirmed that
the electron transport behavior depends on grain ori-
entation relationship. The reason for such phenomena
can be considered that the accumulating behavior of ac-
ceptor type point defects depends on grain orientation
relation.

4. The number of electrons necessary to form

DSB by one grain boundary dislocation
As mentioned above, the accumulation of acceptor
type point defects gives the electronic charge neces-
sary to form DSB. In the case of low angle boundaries,
the source of them is considered to be grain bound-
ary dislocations. Then, we can estimate the number
of electrons related to one grain boundary dislocation
by using low angle boundaries having different misfit
angles.

Fig. 7 shows HRTEM images taken from two kinds
of low angle symmetric [001] tilt boundaries. The
boundaries were prepared to have tilt angles of 2°
and 4°, respectively. The boundary consists of grain
boundary dislocations similar to that as shown in

Figure 7 HRTEM images of low angle tilt boundaries with a tilt angle
of (a) 2° and (b) 4°.

Fig. 4a. But, the number of them is different because
the tilt angle changes. The average spacing of grain
boundary dislocations in each boundary are 10 nm in
the 2°-boundary and 5.7 nm in the 4°-one, respectively.
Fig. 8 shows current-voltage characteristics across the
boundaries as shown in Fig. 7. The current-voltage
behavior clearly deviates from linear to non-linear
relationship over the voltage in both boundaries. How-
ever, the non-linearity, «, increases with an increase
in a misfit angle, i.e., about 1.2 in the 2°-boundary
and about 1.7 in the 4°-one, respectively. Considering
the HRTEM results as in Fig. 7, it is obvious that
electrical properties across low angle boundaries
are closely related to the number of grain boundary
dislocations.

The number of trapped electrons can be roughly es-
timated using a simple DSB model from the maximum
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Figure 8 Current-voltage relations taken from X 1 boundary in the curve
1 and low angle boundaries with a tilt angle of 2° in the curve 2 and 4°
in the curve 3.

value, oy, of the non-linearity coefficient using the
following equation [32],

52¢0 B SZQZ
2kT ~ 16e0e,kTN;’

Omax =

where ¢y is the height of DSB without bias voltage, Ny
carrier density, S the ratio of Qv and Q, respectively.
Q and Qv are grain boundary charge densities without
and with bias voltage. Here, the value of S is assumed
to be 1, and we assume a relative dielectric constant of
&r as 500. Using the respective « value for each current-
voltage relation, the number of electrons contributing
to form DSB is estimated to be 2.0 x 10'* cm™! in the
2°-boundary and 2.4 x 103cm™" in the 4°-boundary.
Recently, Zhang et al. have revealed core structures
of the dislocations in undoped SrTiOj3 bicrystal having
a [001] symmetric tilt boundary with a tilt angle of
5.4° [33]. According to their results, the dislocation
core exhibits slight dissociation on the {100} plane. The
dislocation examined in the present study possibly has
a similar structure to that they observed. As for the
calculations described here, the dislocation structure
as shown in Fig. 7 was treated as a simple edge type
dislocation.

Fig. 9 shows a plot of the number of electrons as a
function of dislocation density estimated from both low
angle boundaries. In the figure, the number of electrons
increases with misfit angle. By calculating a ratio of the
increment of each value, i.e., the number of electrons
and dislocation density, we can estimate the number of
electrons contributed by one grain boundary disloca-
tion having a unit length. The value is 5.0 x 10% cm™!.
Namely, the length of a dislocation necessary to con-
tribute to put out one electron is about 2 nm. This value
is noted to be related to the imbalanced amount between
negatively and positively charged-up point defects,
which are distributed around grain boundary disloca-
tions. Itis not directly related to the defect content itself.
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Figure 10 Current-voltage behavior in cobalt-deposited X 1 boundary.

5. DSB at a chemical boundary

We can create DSB only by segregating a specific ion
whose electronic structure is suitable for serving accep-
tor states irrespective of a lattice structure. The prepa-
ration of this unique bicrystals was made by a way that
metallic Co was evaporated on a (100) surface of a sin-
gle crystal and then joined with another single crystal
with a clean (100) surface to have the same orientation
relationship. A linear current-voltage characteristic as
in Fig. 9 is obtained in the clean X1 boundary, while
the current is very much reduced and nonlinear relation
clearly appears in the Co-deposited X1 boundary [34].
This result indicates that the presence of some sort of
ions can give DSB in grain boundaries irrespective of
atomic structural effect.

6. Grain orientation dependence of DSB

in ZnO bicrystals
In the case of the materials as mentioned above, electron
transport behavior across grain boundaries varies with
grain boundary characters. But, all of electroceramic
materials do not always exhibit such grain orienta-
tion dependency of electrical properties. Fig. 11 shows
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Figure 11 Current-voltage characteristics in various types of twist
boundaries of undoped ZnO bicrystals.

current-voltage behavior in various types of boundaries
in undoped ZnO bicrystals [35]. As seen in the figure,
clear Ohmic relations can be observed in all types of
the boundaries.

The difference between the former materials and
Zn0O are mainly originated from the difference in in-
trinsic type of defects. BaTiO3 and SrTiO3 have Schot-
tky type of defect reaction while ZnO has cation excess
Frenkel type. In the case of interstitial cation defects, if
the defects will be introduced and accumulated at grain
boundaries, they can not directly operate as acceptor
type defects. In order to form DSB at grain boundaries,
additional dopants such as Co, Pr and so on, must be
necessary, which serve acceptor states in a band gap

[36].

7. Conclusions
We reviewed our research for electron transport be-
haviors across single grain boundaries performed for
n-type BaTiOj3, SrTiO3 and ZnO. The electrical prop-
erties across single grain boundaries in n-type BaTiO3
and SrTiO3z depend on the grain boundary coherency.
Double Schottky barriers (DSBs) are not formed or
their height becomes small at highly coherent bound-
aries, while they are clearly generated at low coherent
boundaries. Bicrystal experiments performed for Nb-
doped SrTiO3 have revealed that the formation of DSBs
is due to the accumulating behaviors of acceptor type
defects around grain boundaries. The variation of elec-
trical properties across single grain boundaries can be
concluded to result in such accumulating behaviors of
acceptor type defects which are depending on the grain
boundary characters. On the other hand, the electrical
properties in undoped ZnO did not exhibit grain bound-
ary dependency. This is because electronic features in
the band gap do not give active acceptor states if some
dangling bonds or atomic rearrangement are formed at
grain boundaries.

In this field, it is very important to understand defect
chemistry from a viewpoint of their electronic states,

e.g., localized quantum structures caused by point de-
fects. To understand them gives a new concept for de-
veloping unique properties in a field of electroceramic
materials.
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